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Abstract—Optimal Power Flow (OPF) is a crucial part of the Energy Management System (EMS) as it determines individual generator outputs that minimize generation cost while satisfying transmission, generation, and system level operating constraints. OPF relies on a core EMS routine, namely state estimation, which computes system states, principally bus voltages/phase angles at the buses. However, state estimation is vulnerable to false data injection attacks in which an adversary can alter certain measurements to corrupt the estimators solution without being detected. It is also shown that such a stealthy attack on state estimation can increase the OPF cost. However, the impact of stealthy attacks on the economic and secure operation of the system cannot be comprehensively analyzed due to the very large size of the attack space. In this paper, we present a hybrid framework that combines formal analytics with Simulink-based system modeling to investigate the feasibility of stealthy attacks and their influence on OPF in a time-efficient manner. The proposed approach is illustrated on synthetic case studies demonstrating the impact of stealthy attacks in different attack scenarios. We also evaluate the impact analysis time by running experiments on standard IEEE test cases and the results show significant scalability of the framework.
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1 INTRODUCTION

EMS refers to a set of computational routines employed for system-wide monitoring, analysis, control, and operation in electric power grids. A schematic diagram of EMS modules is shown in Fig. 1 (adapted from [1]). State estimation is the core routine or module in EMS that estimates the system state variables from a set of real-time telemetered measurements (from sensors/meters) and topology statuses (from circuit breakers and switches). The term “states” denotes bus voltages and phase angles, from which transmission line power flows can be computed. As seen in Fig. 1, the output of state estimation is required by OPF and contingency analysis for economic dispatch calculations and security assessment.

Cyber technologies are increasingly used in modern power grids with the promise of providing larger capacity, higher efficiency, and more reliability [2]. While this integration helps energy providers to offer smarter services, real-time demand-response actions, and economic advantages, power grids also become vulnerable to cyber attacks. Cyber intrusions and false data injections can be launched against power grids, which can cause improper controls and thereby economically inefficient as well as functionally insecure operations [3].

An attacker can compromise sensors/meters or communication media to introduce malicious measurements, which can lead to incorrect state estimation. Bad data detection algorithm [4], [5] can detect bad measurements, principally by comparing the mean-squared deviation between observed and estimated measurements with a threshold value. However, it has been shown that an attacker who possesses the knowledge of the grid can generate bad measurements, which can bypass this bad data detection mechanism [6]. These attacks are widely named in the literature as Undetected False Data Injection (UFDI) or simply “stealthy” attacks. As a result of these stealthy attacks, states are estimated incorrectly, which can easily lead the system to a non-optimal and vulnerable situation. Hence, it is crucial to develop an impact analytics framework that can identify potential stealthy attacks with respect to the interdependency among different EMS modules, different attack models, and possible impact on the system.

The primary goal of our research is to efficiently analyze the impact of stealthy attacks on the modules that are dependent on state estimation. In this particular work, we focus on economic impact-based threat analysis considering the OPF module. OPF calculates the optimal production set-points for the power generators that meet the loads, satisfy transmission and generation-level operating con-
strains, and minimize the generation cost. An incorrect state estimation can result in an OPF solution that is no longer optimal, and the resulting generation dispatches will be economically disadvantageous. The stealthy attack capability allows an adversary to undermine a power system and create economic loss. Therefore, it is important to understand potential threats on a power system, with respect to an expected attack model and harden the security by mitigating the threats.

In our previous work [7], we proposed a formal approach (based on Satisfiability Modulo Theories (SMT) [8]) for assessing the impact of stealthy attacks on the economic operation of the system in different adversarial capacities. However, the attack space is often very large and a complete impact analysis of a decently large power system cannot be performed in a reasonable time frame because of the proposed solution approaches’ limitations. Therefore, an efficient mechanism is required to perform a comprehensive impact analysis, and thus measure the system’s dependability. The paper is motivated from this stance, leading to the following two key contributions:

- **Hybrid Framework**: We propose a hybrid framework to find critical threats by analyzing the economic impact of potential stealthy attacks with respect to a given system environment and expected attack model. We combine the SMT-based modeling with the Matlab Simulink-based system design [9]. We model the stealthy attack logically using SMT and solve the model using an efficient SMT solver to find attack vectors — the attack verification model. An attack vector represents a set of measurements that an attacker needs to alter, and thus the buses corresponding to these measurements that the attacker needs to access, to launch a stealthy false data injection attack that manipulates a particular set of states. We design a Simulink model for exploring the attack space for a particular attack vector and assess the impact on the OPF solution. Each attack vector is fed to this Simulink model, where possible alterations in the measurements are explored efficiently by modeling the attack vector. The resultant changes in the bus loads are fed to the OPF routine designed within the Simulink model, and it is verified whether there is a significant impact on the generation cost. The whole attack space can be studied to find all critical threats.

- **Efficient Execution of the Framework**: We further improve the efficiency of the framework for exploring the potential attack space by applying a two-level parallelism technique. First, we perform parallel execution of the SMT-based attack verification model and Simulink-based attack space exploration model. Then, within the latter process, we parallelly execute multiple instances of the exploration model. We devise necessary algorithms for this parallel execution. We evaluate the proposed framework by executing it on arbitrary attack scenarios according to different IEEE test cases [10] and observe that it can perform a comprehensive impact-based threat analysis of a system within a reasonable time period. This performance also depends on the available processing and parallelism capacity of the machine executing the framework.

The rest of this paper is organized as follows: Section 2 discusses the necessary background of stealthy attacks. We present the proposed framework in Section 3. Two case studies are demonstrated in the following section. We present the evaluation results of our model in Section 5. We perform the literature review in the context of our work in Section 7. We conclude the paper in Section 8.

## 2 Background and Motivation

This section includes necessary background knowledge and the research objective.

### 2.1 State Estimation and Optimal Power Flow

The DC power-flow model has been widely used to analyze stealthy attacks on state estimation (e.g., [6], [11], [12]). The DC model is a linearized estimation of the non-linear power system (AC model), but it is useful in preliminary analytical power systems studies [1]. In this work, we assume the DC power balance equations.

#### 2.1.1 Power Flow Model

A power grid system consists of a number of buses (or substations) and transmission lines. Each line connects two buses. A bus usually has a load to serve while it may be connected with one or more power generators. The DC power flow model describes the power balance equations in a lossless power system [1]. In this lossless model, the total power generation in a grid is equal to its overall load. The “state” of a bus is considered as the phase angle with respect to a reference bus (assuming that voltage magnitudes at all buses are fixed at one per unit). The power balance equations are formulated solely based on the reactance properties of the transmission lines. The model expresses the power-balance constraint that equates the algebraic sum of powers incident at every bus to zero. This yields a linear system of equations. EMS receives measurements from field devices and the state estimation routine calculates the (unknown) bus states from the power balance equations.

It is to be noted that the power flow can be measured at each end bus of a transmission line. A measurement can also be taken at a bus to realize its power consumption. Hence, at a bus, meters can be deployed to measure all or some of the power flow measurements (corresponding to all the incident lines to the bus) and the power consumption measurement. Typically, the possible measurements at all the buses are not metered and the state estimation routine is used to calculate the unknown (unmetered) measurements, which may include power consumption measurements (and the loads) at different buses.

#### 2.1.2 State Estimation

The state estimation problem, as formally defined, is estimating $n$ number of power system state variables $\mathbf{x} = (x_1, x_2, \cdots, x_n)^T$ based on $m$ number of meter measurements $\mathbf{z} = (z_1, z_2, \cdots, z_m)^T$ [5]. Under the DC power flow assumptions, the measurement model is linear (i.e., the measured power flows are linear functions of the bus voltages) and hence the measurement model reduces to:

$$\mathbf{z} = \mathbf{H} \mathbf{x} + \mathbf{e}, \text{ where } \mathbf{H} = (h_{i,j})_{m \times n}$$
A significant number of redundant measurements are considered \( i.e., m > n \) in creating an over-determined set of linear equations. The redundancy enables the detection, elimination, and smoothing of gross measurement errors. When the measurement error distribution is Gaussian with zero mean, the states are estimated \( \hat{x} \) as follows:

\[
\hat{x} = (H^T WH)^{-1} H^T W z
\]

(1)

Here, \( W \) is a diagonal “weighting” matrix whose elements are reciprocals of meter error variances. Thus, estimated measurements are calculated as \( H\hat{x} \). The measurement residual \( ||z - H\hat{x}|| \) is used to determine bad data. If \( ||z - H\hat{x}|| \) is greater than \( \tau \), a selected threshold value, it is bad data.

2.1.3 Optimal Power Flow

The OPF routine determines the optimal generation dispatches based on system properties and estimated loads at the buses. The aim of OPF is to minimize the total generation cost while serving the load at each bus and satisfying the following constraints [1]:

1) The power balance equations of the system.
2) Generation Limit: Each generator produces an amount of power within its maximum generation capability.
3) Transmission Capacity: The resultant power flow through each line must not cross its capacity.

2.2 Stealthy Attack and Adversary Model

2.2.1 Stealthy Attacks

The idea of stealthy attacks on state estimation was first mathematically shown by Liu et al. based on the DC power flow model [6]. These attacks are named as Undetected False Data Injection (UFDI) attacks. The concept of a UFDI attack is briefly discussed here. Let us consider an attacker who can inject arbitrary false data \( a \) to the original measurements \( z \) such that \( a = Hc \), i.e., a linear combination of the column vectors of \( H \). Here, \( c \) is the change to the original estimation \( \hat{x} \) because of the injection of \( a \). Since \( z + a = H(\hat{x} + c) \), the residual \( ||(z + a) - H(\hat{x} + c)|| \) still remains the same because \( ||z - H\hat{x}|| \). Thus, the bad data detection is evaded. To launch such a stealthy attack, an adversary requires knowledge of \( H \) more specifically the system topology, electrical properties of the transmission lines, and measurement configurations.

2.2.2 Attack Model

In this work, we consider false data injection- based cyber attacks that can potentially occur at the bus or substation level (Fig. 1). Measurement data can be altered by compromising the corresponding meter or sensor residing at the bus or the remote terminal unit (RTU), which is responsible for transmitting this measurement, as a man-in-the-middle attack. It is worth mentioning that measurements within a substation are often gathered at a single RTU. that an adversary can break into to access the measurement data.

2.2.3 Adversary Properties

An adversary’s capability can be described by the following properties:

- **Accessibility:** It is very unlikely that an attacker has access to all measurements because physical or remote access to substations is restricted and some measurements may already be data integrity protected.
- **Resource:** The resource available to an adversary often limits (in terms of cost or effort) the injection of false data simultaneously to a large number of measurements, distributed over many substations.
- **Knowledge:** To launch a stealthy attack, an attacker needs to know the connectivity among the buses and the electrical parameters of the transmission lines [6]. If the attacker has only partial knowledge, the attack capability becomes restricted.
- **Attack Target:** A stealthy attack corrupts the state estimation and, thereby, impacts the EMS control decision, which is the ultimate objective of an adversary. Therefore, an adversary may like to assess the consequences of different possible stealthy attacks and launch the severe one. In the context of OPF, an attacker’s target can be expressed in terms of the generation cost increase.

We specify these adversary properties as attack attributes that allow a grid operator to flexibly design different adversarial scenarios and assess the system’s security.

2.3 Contribution

While many researchers, such as [6], [11], [13], addressed stealthy attacks by considering some adversarial properties in isolation, we verified the attack feasibility and assessed the impact on the OPF solution by formally modeling these attributes simultaneously [7]. However, this formal approach suffers from limited scalability (Fig. 2), where the execution time is significantly high and it grows exponentially with system size. While the negation of the OPF constraint is computationally expensive, as applied in [7], the performance is greatly impacted as the model deals with real values. While there is usually a large number of stealthy attack vectors possible in a particular attack scenario (as defined through the adversary properties), each attack vector is often associated with an infinitesimal number of changes for the real-valued states. This large space makes the impact analysis intractable. A thorough impact analysis, e.g., to find the maximum possible impact or the set of all attack vectors that can cause a specific impact on OPF, is not feasible at all under such inefficient time requirements.

In this work, we address the challenge of developing an efficient impact analysis framework for comprehensively...
assessing the system’s security in terms of OPF, and thus reckoning the dependability of the system under attacks. To fulfill this need, we leverage the power of SMT for formal verification and that of Simulink for system modeling. SMT solvers can determine the satisfiability of formulas that contain thousands of variables and constraints [8]. Simulink is a powerful tool for simulating physical systems with complex mathematical properties [9]. It is being used successfully to model and evaluate the power system, especially with the help of SimPowerSystems [14], a component library for modeling/simulating power systems.

3 Impact Analysis Framework

In this section, we present the impact analysis framework.

3.1 Framework Architecture

The architecture of the impact analytics framework is presented in Fig. 3 and shows the process flow diagram that integrates formal (SMT) and Simulink models. The main idea is as follows: An SMT-based formalization is used to model the stealthy attacks based on the given attack attributes. This model is solved for generating all potential threat vectors that are fed into a Simulink model.

The Simulink model has two parts. For each threat vector, the first part generates the potential load changes at different buses. A threat vector specifies if (i) a measurement needs to be altered (or not), (ii) a state value will be affected (or not), and (iii) multiple states have the same change. According to these constraints, we use Simulink to model the relation between the states and measurements and generate possible load changes by exploring those affected states and altered measurements. These load changes are fed to the second part of the Simulink model, which is a Simulink block designed for OPF. This block runs the OPF process and verifies if the resultant generation cost is increased to the critical level. If the result is positive, this attack is specified as a critical threat. In this way, we identify the critical threats among all attack vectors for a given system and specified attack attributes, and analyze the depth (maximum possible increase in the generation cost) and breadth (the number of critical threats) of the threat space.

In the following, we first briefly present the formal modeling of the stealthy attack and the synthesis of all attack vectors. This model is driven from our previous work [7]. Then, we discuss the Simulink model design.

3.2 Formal Model for Stealthy Attack Verification

The formal model corresponding to the stealthy attack verification is presented in Table 2.

3.2.1 Formal Modeling Parameters

A number of parameters is used to denote different system properties and attack attributes. These parameters are summarized in Table 1. We denote the two end-buses of line \( l \) using \( f_i \) (from-bus) and \( e_i \) (to-bus), where \( 1 \leq i \leq l \), \( 1 \leq f_i, e_i \leq b \), and \( b \) is the number of buses. The admittance of the line is denoted by \( d_i \), and the direction of power flow is considered from \( f_i \) to \( e_i \). In the DC power-flow model, two measurements can be taken (i.e., recorded and reported by sensors/meters) for each line: the forward and backward current flows. These measurements are equal in magnitude but opposite in direction. A measurement can be taken to measure the power consumption at a bus. Therefore, for a power system with \( l \) number of lines and \( b \) number of buses, there are maximally \( 2l + b \) (i.e., \( m = 2l + b \)) number of potential measurements (\( 1 \leq i \leq m \)). We use \( t_i \) to denote whether measurement \( i \) is taken. We use \( P^f_i \) to denote the power flow through line \( i \) (\( 1 \leq i \leq l \)), \( P^b_j \) to denote the power consumption by bus \( j \) (\( 1 \leq j \leq b \)), and \( \theta_j \) to denote the state value (i.e., the voltage phase angle at bus \( j \)). To denote the load power and generated power of bus \( j \), \( P^D_j \) and \( P^G_j \) are used, respectively.

We use \( e_j \) to specify if state \( j \) (\( 1 \leq j \leq n \)) is affected or corrupted due to a stealthy attack. In the DC power-flow model, each state corresponds to a bus: \( n \) is equal to \( b \). We use \( a_i \) to denote whether measurement \( i \) (\( 1 \leq i \leq m \)) is required to be altered for the attack. If a measurement at bus \( j \) is required to be changed, \( b_j \) becomes true, specifying whether the attacker needs to access bus \( j \) to compromise the measurement. An adversary’s incomplete knowledge of the grid is modeled with respect to the line admittance. We use \( g_i \) to denote whether the attacker knows the admittance of line \( i \). The attacker may not be able to alter a measurement due to inaccessibility or applied security. We use \( r_i \) to represent the accessibility of measurement \( i \) to the attacker and \( s_i \) to denote if the measurement is data integrity protected.

![Fig. 3. The architectural design of the impact analytics framework.](image-url)
3.2.2 Physical Power Flow Properties

Power flow \( P_i^L \) depends on the difference of phase angles of the connected buses \((f_i \text{ and } e_i)\) and the admittance of line \(i\) (\(d_i\)). Equation 2 in Table 2 expresses this relation. The power consumption of bus \(j\) is simply the summation of the power flows of the lines connected to this bus. When \( \mathbb{L}_{j,in} \) and \( \mathbb{L}_{j,out} \) represent the sets of incoming lines and outgoing lines of bus \(j\), respectively, then Equation 3 calculates the power consumption at bus \(j\). The power consumption at a bus is the net power: the load at this bus minus the power injected to the bus (if one or more generators are connected to this bus). Equation 4 refers to this power component, where \( P_j^D \) and \( P_j^G \) denote the load power and the generated power at bus \(j\), respectively. State estimation in the DC power-flow model involves finding the voltage phase angle (\(\theta\)) of each bus by solving the linear equations for all the measurements \((P_i^L \text{ s and } P_j^D \text{ s})\) given the line admittances \((d_i \text{ s})\).

3.2.3 Stealthy Attack Properties

The attack on state \(j\) specifies that the voltage phase angle at bus \(j\) has changed (Equation 5). According to Equation 2, changes in the states must be reflected in the line power flow measurements. This is formalized in Equation 6. When \(\Delta \theta_{f_i} \neq 0\) (or \(\Delta \theta_{e_i} \neq 0\)), then it is obvious that state \(f_i\) (or \(e_i\)) is changed (i.e., attacked). The changes in power flow measurements are propagated to the power consumption measurements as shown in Equation 7.

To launch an attack, the attacker must inject required false data to a set of measurements corresponding to the power flows or consumptions that are impacted due to corrupting one or more states. If \(\Delta P_j^L \neq 0\), then it specifies that measurements \((i.e., i \text{ and } l + i)\) corresponding to line \(i\), when taken \((i.e., t_i \text{ and } t_{i+i})\), are required to change. Similarly, the power consumption measurement at bus \(j\) is required to change when \(\Delta P_j^B \neq 0\). These are formalized in Equation 8. Measurement \(i\) is altered only if it is taken and the corresponding power measurement is required to change (Equation 9).

3.2.4 Adversary Attribute Properties

If the admittance of a line is unknown, then the corresponding changes required in power flow measurements cannot be made. The constraint is formalized in Equation 10. An adversary’s capability is considered in Equation 11. That is, if a measurement is data integrity protected \((s_i)\), then though the attacker may be able to inject false data to the measurement, the false data injection will not be successful. Because of the resource limitation, an adversary can inject false data to no more than \(T_M\) number of measurements at a particular time. This constraint can be modeled based on the assumption that the adversary cannot inject false data to measurements distributed more than \(T_B\) number of buses at a time. Both forms of the resource constraint are formalized as in Equation 12 and Equation 14, respectively.

3.2.5 Generation of All Attack Vectors

When an attack vector (including \(c_j\)s and \(a_i\)s) is found by solving this formal model, a new constraint is added to the model so that the vector is removed from the search space. The idea is to assert the negation \((\neg)\) of the attack vector, which is a conjunction \((\land)\) of \(c_j\)s and \(a_i\)s, specifying the states that are affected and the measurements that are altered, respectively. This constraint is formalized as follows:

\[
\forall j \land \forall i \neg(c_j \land \neg a_i) \quad (15)
\]

3.3 Simulink Model for Impact Analysis

In this subsection, we present the Simulink model that explore the stealthy attack space and perform verification for the desired impact.

3.3.1 Identification of Load Changes

The change in the loads at the buses due to an stealthy attack is realized from Equation 4. The power produced by a generator is fairly well-defined and it is changed only if it is...
driven by the OPF results when it is executed. Typically, the OPF process is executed after the state estimation to determine necessary changes in the generation dispatch. Therefore, the following is assumed in this model:

$$\forall_{1 \leq j \leq b} \; \Delta P_j^G = 0$$  \hfill (16)

Therefore, the change performed in the power consumption measurement specifies the change in the load at the corresponding bus. Since this change is made by following the stealthy attack properties, the state estimation process complies. According to Equation (16), the change in the load at bus $j$ is formalized as:

$$\forall_{1 \leq j \leq b} \; \Delta P_j^B = \Delta P_j^D$$  \hfill (17)

If $\hat{P}_j^D$ denotes the estimated load (according to the state estimation result) at bus $j$, Equation 18 specifies this estimation:

$$\forall_{1 \leq j \leq b} \; \hat{P}_j^D = P_j^D + \Delta P_j^D$$  \hfill (18)

At a particular bus $j$, there is often an expected bound for the load. If $P_{j,\text{max}}^D$ and $P_{j,\text{min}}^D$ represent the maximum and minimum load at bus $j$, then the following condition holds:

$$\forall_{1 \leq j \leq b} \; \hat{P}_{j,\text{min}}^D \leq \hat{P}_j^D \leq \hat{P}_{j,\text{max}}^D$$  \hfill (19)

Using Simulink modeling, we calculate all valid changes of the loads corresponding to the attack vector (including $\Delta P_k^L$'s and $\Delta P_k^B$'s) fed from the SMT-model. The steps are briefly discussed below:

**Valuation of $\Delta \theta$s**: We classified the states ($\theta$s) into two sets: $(A)$ states that are affected (true $c_j$s) by the stealthy attacks and $(B)$ states that remains unchanged. Set $A$ is further classified into subsets $A_k \leq |A|$ based on the following constraints:

$$\forall_{1 \leq i \leq l} \; (\Delta P_i^L = 0) \land (\neq c_{j,i}) \land (\neq c_{e,i}) \rightarrow (\theta_{f,i} = \theta_{e,i})$$

Each subgroup $A_k$ consists of the states that are the same. We associate a value generator (for $A_k$) for each subset. Then, the following is true: $\forall_{\theta_j \in A_k} \; \Delta \theta_j = \Delta \theta_k$. However, there is an exception that depends on whether $\Delta P_j^B = 0$. According to Equation 7, $\Delta P_j^B = 0$ holds if either of the following two conditions is true:

(i) $\forall_{(i \in L_{j,in}) \lor (i \in L_{j,out})} \; \Delta P_i^L = 0$, Or

(ii) $\sum_{i \in L_{j,in}} \Delta P_i^L - \sum_{i \in L_{j,out}} \Delta P_i^L = 0$

If condition (i) is not true, we calculate one of the $\Delta \theta$s (associated with the lines) from the rest of the $\Delta \theta$s, following Equations 6 and 7, such that $\Delta P_j^B = 0$. If $S_i$ is the set of $\Delta \theta$s corresponding to $P_i^L$s, then $S_i$ is computed as $\Delta \theta_j = f(\Delta \theta_{j \in S_i})$.

**Valuation of $\Delta P_k^B$s**: We calculate each $\Delta P_k^B$s from $\Delta \theta_{f,k}$ and $\Delta \theta_{e,k}$ (Equation 6). Then, each $\Delta P_k^B$ is calculated summing the $\Delta P_i^L$s corresponding to this bus. $\Delta \theta$s are controlled in such a way, as shown above, that only those line power flows and bus power consumptions receive nonzero values that are indicated as $\Delta P_i^L \neq 0$ and $\Delta P_j^B \neq 0$ in the attack vector.

### 3.3.2 Optimal Power Flow and Impact Assessment

The OPF block in the Simulink model implements the OPF routine (refer to Section 2.1.3). The objective of OPF is to control optimally the generation according to the load requirement. The OPF process is briefly explained below.

**Operating Constraints**: If $P_{j,\text{max}}^G$ is the power produced by the generator connected to bus $j$ (assuming a single generator at each bus), the total generation must match the total load:

$$\sum_{1 \leq j \leq b} P_j^G = \sum_{1 \leq j \leq b} P_j^D$$  \hfill (20)

Each generator has a production capacity ($P_{j,\text{max}}^G$). Thus:

$$\forall_{1 \leq j \leq b} \; P_j^G \leq P_{j,\text{max}}^G$$  \hfill (21)

The power balance equations (i.e., Equations 2, 3, and 4) must hold. Each line has a power transmission capacity. If $P_{i,\text{max}}^L$ is the maximum line capacity, then:

$$\text{OPF}_4 : \forall_{1 \leq i \leq l} \; \hat{P}_i^L \leq P_{i,\text{max}}^L$$  \hfill (22)

**Cost Minimization**: If $C_j$ denotes the cost function for the generator connected at bus $j$, the total generated $C_j$ is a strictly increasing convex function. OPF minimizes the following function subject to satisfying the operating constraints mentioned above:

$$\min \sum_{1 \leq j \leq b} C_j(P_j^G)$$

**Impact-Assessment**: Let $C$ be the actual generation cost, i.e., the minimum cost in the normal (no attack) scenario. If $\hat{C}$ is the minimum generation cost in the attacked scenario and the criticality threshold is $T\%$ increase in the cost, then a critical threat satisfies the following:

$$(\hat{C} - C) \times 100/C \geq T$$  \hfill (23)

### 3.4 Implementation

The implementation of the proposed framework, i.e., the formal model and the Simulink model, is discussed briefly in this section. We also present an example Simulink model.

#### 3.4.1 Implementation of Formal Model

The formal model for attack vector generation is encoded into SMT logics using the Microsoft Z3 .NET framework [15]. The bus system’s configurations, attack attributes, and associated constraints are provided in a text file (input file). The execution of the Z3 program gives the verification result as either satisfiable (sat) or unsatisfiable (unsat). The unsat result means that the problem has no attack vector that satisfies the constraints. In the case of sat, the result includes the attack vector, which is the values assigned to the variables ($e.g., c_j$s, $a_i$s, etc.). This attack vector specifies the affected states, the changes to be done on line power flows and bus power consumptions, and the corresponding measurements that are required to be altered. The results are also printed in a text file (output file). This output file is fed to the Simulink model as an input file to explore the threat space and assess the impact.
3.4.2 Implementation of Simulink Model

We develop a MATLAB program to automatically produce the Simulink model from the attack vector generated by the formal attack verification model. This program uses the same input file as the former model for necessary information about the bus system, which is required to design the Simulink model. It also takes some extra inputs, such as generation capacities, line capacities, and original loads at the buses. This program is developed in a way that it can automatically design the proper Simulink model without any manual intervention, solely based on the input files. We add constraints and restrictions based on the attack vector as mentioned in Section 3.3. Once the model is created, it is executed for a certain amount of time and the results are gathered in the MATLAB workspace. This sample time is chosen based on the number of independent sources for $\Delta \theta$ and the possible number of values for each source, such that all combinations are considered. We also leverage the MATLAB “parfor” module to run multiple instances of the Simulink model simultaneously [16].

3.4.3 Efficient Execution of the Framework

We execute the attack verification model and the Simulink model parallelly to increase the efficiency of the proposed framework. We run them parallelly using two MPI processes. While the attack verification model executing process (Process 1) identifies attack vectors, the Simulink model executing process (Process 2) explores them to verify the impact. In our proposed framework, the Simulink model mainly impacts the execution time of the framework because this model explores the complete attack space (with respect to affected states) for each attack vector identified by the attack verification model. The time for producing an attack vector by the attack verification model is much smaller than that for exploring the attack space by the Simulink model. Therefore, we devise a systematic mechanism, Algorithm 1, to run multiple instances of the Simulink model simultaneously, while a parallel process is executing the verification model. This significantly reduces the ultimate execution time. The number of simultaneous executions depends on the hardware capacity, particularly the number of processing cores of the host machine. For the execution of the Simulink model, a fixed number of cores is selected. These cores can be physical or logical (with the help of hyperthreading). Each core runs a worker process.

Algorithm 1 presents how Process 2 schedules the execution of the Simulink model on the workers. Each attack vector identified by Process 1 is notified to Process 2, which is stored in a queue. Each attack vector is subsequently explored by Process 2 through one of the idle workers (Lines 7 and 8). If all of the workers are busy in exploring attack vectors, the scheduling algorithm waits for a random but small time period (Lines 5). Once an idle worker is available, an instance of the Simulink model is launched on the idle worker for the attack vector residing at the top of the queue. This process continues until all the attack vectors are generated by the verification model and explored by the Simulink model (Line 12).

3.4.4 An Example Simulink Model

Fig. 4 presents an example of a Simulink model for a 5-bus system. The diagram is a part of the Simulink model corresponding to the IEEE 14-bus system [10], considered in the case study presented in Section 4. This Simulink model corresponds to an attack vector generated by the attack verification model. For each generated attack vector,
**Algorithm 1** Execute the Simulink Model (Process 2)

**Require:** $C$: The set of cores/workers $\triangleright$ Each worker executes an instance of the Simulink model.

**Require:** $A$: The queue of attack vectors $\triangleright$ Each attack vector identified (and notified) by Process 1 is inserted into $A$.

**Require:** Done: If Process 1 is done with generating attack vectors $\triangleright$ It is initialized to FALSE and will set to TRUE if Process 1 notifies.

1: while TRUE do
2:   while $Q$ is not empty do
3:     $A_i :=$ Dequeue($A$)
4:     while No $C_i \in C$ is idle do
5:       Wait for an arbitrary small period
6:     end while
7:     Select an idle worker $C_i \in C$
8:     Execute the Simulink model on $C_i$ for $A_i$
9:     end while
10:   if Done then
11:     if $Q$ is empty then $\triangleright$ One or more attack vectors may be identified in the mean time.
12:       return
13:   end if
14: else
15:   Wait for an arbitrary small period
16: end if
17: end while

one Simulink model is formed. As shown in Fig. 4, the phase angles of buses 1, 2, and 5 are 0, while that of buses 3 and 4 are not zero, as they are specified in the attack vector. Each non-zero phase angle is taken from a range of values generated using a custom Simulink block, which can generate real values from -1 to +1 ranges, assuming the maximum change in the measurements cannot be more than 1 unit in magnitude and the significance of digits after the decimal point is 2. Using Equation 2 in Table 2, the phase angle difference is calculated by subtracting one phase angle value from another. This subtracted result is multiplied by the admittance of the corresponding line, which ultimately represents the change in the power flow measurement.

The admittance values for lines 1, 2, 3, and 5 are 16.90, 4.48, 5.05, and 5.75, respectively. The power flow change for line 4 is 0, as specified in the attack vector. Next, bus power consumption changes are fed into a Simulink custom block that implements the OPF process. This implementation is a customized version of the MATPOWER DC OPF function [17]. The custom block also takes bus load measurements and power generation properties as input and runs the OPF routine to calculate the change in the OPF solution, i.e., the change in the optimal generation cost. For an attack vector, the Simulink model runs for all possible values of each phase angle. When the cost change is equal or greater than the criticality threshold, the corresponding attack vector (and the measurement changes) is critical. In this way, all critical threats are identified by exploring the attack space.

### 4 Case Studies

We create two synthetic cases based on the standard IEEE 14-bus and 30-bus test systems [10]. We perform experiments on them to analyze the impact of different attack attributes on the criticality of threats.

#### 4.1 Case Study Overview

##### 4.1.1 14-bus Case System

The topology of the 14-bus test system is shown in Fig. 5. In this bus system, there are total 14 buses and 20 lines. The input corresponding to the line information includes a set of data for each line: line number, end buses of the line, a value indicating the line admittance, the knowledge status (i.e., whether the line admittance is known to the attacker), and the transmission capacity of the lines. In this case, the admittances of lines 3, 7, and 17 are unknown. Line 1 has the highest power flow capacity of 50 MW and line 9 has the least power flow capacity of 5 MW. Since each of the lines can have two measurements (one for the forward current and another one is for the backward current), it is possible to take 54 measurements at most in this IEEE 14 bus system. According to the input about the measurements in this case study, (i) all the potential measurements are taken except measurements 13, 19, 25, 31, 37, and 46 and (ii) measurements 1, 2, 11, 12, 13, 19, 21, 31, and 46 are secured (data integrity protected). The adversary often does not have access to all measurements. We consider accessibility between 50% and 90% of the measurements.

In this case study, the bus has five generators with a simple multiple segment linear cost function (in $\$$): $C_j(P^G_j) = \alpha + \beta P^G_j$ [1]. The power generation cost coefficients corresponding to the generators at buses 1, 2, 3, 6, and 8 are (20, 30), (0, 50), (50, 40), (0, 40), and (40, 30), respectively. The loads at the buses are 0, 21.7 MW, 94.2 MW, 47.8 MW, 7.6 MW, 11.2 MW, 0, 0, 29.5 MW, 9 MW, 3.5 MW, 6.1 MW, 13.5 MW, and 14.9 MW, respectively. The OPF power generation cost in the normal state (without any attack) is $9,342.11. The goal of the adversary is considered as increasing the cost at least 5% of the original cost.

##### 4.1.2 30-bus Case System

In this bus system, there are total 30 buses and 41 lines. In this case study, we also consider a similar set of inputs like the 14-bus case system. The admittances of lines 5, 11, 13, 15, 21, and 23 are unknown. Line 1 has the highest power flow capacity of 76 MW and line 14 has the least power...
is seen as $102.79. When the attacker’s resource increases to 5 buses at a time, the maximum cost increase in the 30-bus case, when the resource allows the adversary to simultaneously compromise 5 buses at a time, the maximum cost increase is $170.47, $281.56, and $422.68, respectively. Similarly, in the 7, and 8 buses, the maximum cost increase is also increased to 6, 7, and 8 buses, the maximum cost also increases to $162.05, $260.33, and $384.25, respectively. The figure also shows that the OPF cost increases almost linearly as the adversary’s resource increases. The increase in the generation cost depends on the bus system, specifically generation costs of different generators, loads at the buses, and capacities of the transmission lines. Moreover, an stealthy attack does not increase the total load but only redistributes the loads at different buses. Therefore, creating a significant increase in the generation cost is nontrivial.

The relationship between the adversary’s resource and the threat space is presented in Fig. 6(b). Threat space is defined as the number of attack vectors that can increase the cost by at least 5%. These attack vectors are critical with respect to the criticality threshold (i.e., 5% increase). In the 14-bus case, when the resource allows the adversary to simultaneously compromise 5 buses, the number of attack vectors is 6. When the adversary’s resource increases to 6, 7, and 8 buses, the number of attack vectors also increases to 9, 14, and 18, respectively. In the 30-bus case, when the resource allows the adversary to simultaneously compromise 5, 6, 7, and 8 buses, the number of attack vectors is 11, 21, 37, and 63, respectively. It is worth mentioning that there are many attack vectors that increase the generation cost, although only a few of them can increase the cost to equal or above the critical level.

### 4.2 Impact Analysis Results

The attack vector includes a set of measurements (and the corresponding buses/substations) that needs to be altered (to some controlled sets of values) to manipulate a set of states. The attackers objective is to maximize the damage caused to the grid within the adversary properties, i.e., resource, knowledge, and accessibility. Larger accessibility, higher knowledge, and/or more resources impose severer damage. Our evaluation results below justify the same.

#### 4.2.1 Adversary’s Resource and the criticality of threats

An adversary’s resource specifies its capability of simultaneously attacking multiple measurements distributed on different buses to launch an attack. As shown in Fig. 6(a), we observe that if the adversary’s resource increases, the maximum increase in the generation cost also increases. In the 14-bus case, when the resource allows the adversary to compromise 5 buses at a time, the maximum cost increase is seen as $111.86. When the attacker’s resource increases to 6, 7, and 8 buses, the maximum cost increase is also increased to $170.47, $281.56, and $422.68, respectively. Similarly, in the 30-bus case, when the resource allows the adversary to compromise 5 buses at a time, the maximum cost increase is seen as $102.79. When the attacker’s resource increases to 6, 7, and 8 buses, the maximum cost also increases to $162.05, $260.33, and $384.25, respectively. The figure also shows that the OPF cost increases almost linearly as the adversary’s resource increases. The increase in the generation cost depends on the bus system, specifically generation costs of different generators, loads at the buses, and capacities of the transmission lines. Moreover, an stealthy attack does not increase the total load but only redistributes the loads at different buses. Therefore, creating a significant increase in the generation cost is nontrivial.

The relationship between the adversary’s resource and the threat space is presented in Fig. 6(b). Threat space is defined as the number of attack vectors that can increase the cost by at least 5%. These attack vectors are critical with respect to the criticality threshold (i.e., 5% increase). In the 14-bus case, when the resource allows the adversary to simultaneously compromise 5 buses, the number of attack vectors is 6. When the adversary’s resource increases to 6, 7, and 8 buses, the number of attack vectors also increases to 9, 14, and 18, respectively. In the 30-bus case, when the resource allows the adversary to simultaneously compromise 5, 6, 7, and 8 buses, the number of attack vectors is 11, 21, 37, and 63, respectively. It is worth mentioning that there are many attack vectors that increase the generation cost, although only a few of them can increase the cost to equal or above the critical level.

#### 4.2.2 Adversary’s Accessibility and Criticality of Threats

Fig. 6(c) shows the relationship between the adversary’s access capability and the maximum increase in the generation cost. This figure presents analysis results for both the 14-bus and 30-bus cases. In the 14-bus case, we observe that when the attackers accessibility is 50% (the adversary has access to arbitrarily 50% of the total measurements), the maximum cost increase is $111.86. When the accessibility increases to 60%, 70%, and 90%, the corresponding maximum generation cost also increases to $132.17, $165.78, and $192.34, respectively. In the 30-bus case, when the attackers accessibility is 50%, 60%, 70%, and 90%, the corresponding maximum generation cost increase is $102.79, $128.24, $152.30, and $170.47, respectively. Fig. 7(a) shows the relationship between the adversary’s accessibility and the threat space. In the 14-bus case, we observe that when the attacker’s accessibility is 50%, we get only 2 attack vectors that increase the OPF cost by at least 5%. When the accessibility increases to 60%, 70%, and 90%, the corresponding threat space also increases to 4, 7, and 10 attack vectors, respectively. We also...
Fig. 7. Threat analysis results based on the adversary’s capability and constraint: (a) the threat space w.r.t. the accessibility, (b) the maximum generation cost increase w.r.t. measurement security, and (c) the threat space w.r.t. the measurement security.

observe a similar threat space increase in the 30-bus case. When the attacker’s accessibility is 50%, 60%, 70%, and 90%, the corresponding number of critical attack vectors is 13, 31, 61, and 97 attack vectors, respectively.

4.2.3 Measurement Security and Criticality of Threats

We analyzed the relationship between the number of secured measurements and the maximum increase in the generation cost. Fig. 7(b) presents the corresponding analysis results for both of the 14-bus and 30-bus systems. In the 14-bus case, when the number of secured measurements is 5% (i.e., arbitrarily 5% of the total measurements), the maximum cost increase is found as $174.23. When the measurement security increases to 10%, 15%, and 20%, the corresponding maximum generation cost decreases to $163.25, $152.88, and $136.23, respectively. In the 30-bus system, when the number of secured measurements is 5%, 10%, 15%, and 20%, the corresponding maximum generation cost is $165.85, $145.96, $132.53, and $117.23, respectively.

Fig. 7(c) shows the threat space varying the measurement security. We observe that when 5% of the total number of measurements is secured in the 14-bus system, there are 85 attack vectors that can increase the OPF cost by at least 5%. When the percentage of secured measurement is 10%, 15%, and 20%, the corresponding threat space also decreases to 63, 49, and 37 attack vectors, respectively. In the 30-bus case, we observe 281, 253, 224, and 189 critical attack vectors when the percentage of secured measurement is 5%, 10%, 15%, and 20%, respectively. When a measurement is secured, i.e., data integrity protected, an adversary cannot alter the measurement (without being detected). As a result, this measurement cannot be used for launching a stealthy attack. Therefore, a larger number of secured measurements creates a further restricted attack capability. The potential stealthy attack space thus decreases, which in turn decreases the number of critical attack vectors. The maximum increase in the generation cost often decreases, as shown in Fig. 7(b), from a decreased number of critical attacks.

4.3 Attack Vector Properties and Suboptimality

We evaluate if the property of an attack vector has an impact on the optimality of the solution. The crucial property of an attack vector is its size, which is the number of measurements to be altered (or buses/substations to be attacked) simultaneously to launch a stealthy attack. We evaluate that if the larger sized attack vectors have chances to create higher damage. According to the simulation results (Fig. 8(a) and Fig. 8(b)) we find that the impact is often positive to some extent. That is, for a larger number of altered measurements, the maximum increase in the generation cost is often higher. However, the pattern is not always increasing. Usually, after some points the increase in the generation cost starts to fall. Hence, the largest attack vector size cannot but provide a suboptimal increase. Fig. 8(c) presents the suboptimal values and the corresponding optimal values in 14-bus, 30-bus, and 57-bus systems, where the top 10% large sized attack vectors are explored to find the suboptimal increases. In these simulated experiments, it is assumed that 70% of the measurements are secured and the attacker’s resource limits the simultaneous access to 6, 12, and 18 buses for 14-bus, 30-bus, and 57-bus systems.

We also observe a similar behavior when we evaluate if the number of states to be manipulated by an attack vector influences the optimal behavior.
5 Scalability Evaluation

In this section, we present the evaluation results corresponding to the scalability of the proposed framework.

5.1 Methodology

We evaluate the scalability of our proposed framework by analyzing the time requirements for executing the framework in different problem sizes and the adversary properties. Problem size depends primarily on the number of buses. We evaluated the scalability of our model based on different sizes of IEEE test systems, i.e., 14-bus, 30-bus, 57-bus, 118-bus, and 300-bus [10]. The adversary properties represent the attack capabilities (i.e., resource, accessibility, etc.), as discussed in Section 2.2. Measurements are arbitrarily selected to specify properties like access capability and measurement security. The generation and load structures are also arbitrarily chosen. We run our experiments on an Intel Core i7 Processor with 16 GB memory.

5.2 Evaluation Results and Discussion

5.2.1 Impact of Problem Size on Execution Time

Fig. 9(a) and Fig. 9(b) show the execution time of our proposed framework with respect to different problem sizes. The impact analysis is executed on different IEEE test systems, up to the number of 300 buses. We perform our experiments through different random scenarios, especially in terms of the attacker’s resource limitation and the number of secured measurements. We observe that with respect to the bus size the increase in the execution time is linear. In our framework, we have two major models: the SMT-based attack vector verification/generation model and the Simulink model for attack space exploration and impact assessment. As the number of buses increases, the size of these two models increases, and thus the execution time increases. As the figure shows, the proposed framework performs significantly better compared to [7], even the latter work only when looking for a single critical threat. The reason behind this twofold. First, as we discussed in Section 3.4.3, we conduct a parallel execution of these two models, as well as multiple instances of the Simulink model. The impact of parallelism will be further analyzed later in this section. Second, more importantly, the Simulink model identifies only the valid and distinct attacks/load changes, instead of infinitesimally many indistinguishable cases, to verify the desired impact (refer to Section 3.3.1). In fact, the execution time depends on the number of attack vectors to be explored by Simulink model. Fig. 9(c) presents the number of possible attack vectors with respect to the problem size. The number of attack vector increases with the increase in the bus size. For the same bus size, when the adversary has more resources, a larger number of attack vectors is produced by the attack vector verification model. Fig. 10(a) shows the impact of the number of attack vectors on the execution of the proposed impact analysis framework for the 118-bus system. Since the Simulink model explores each attack vector, when the number of attack vector increases, the execution time of the framework increases.

We observe in Fig. 9(a) and Fig. 9(b) that for a specific bus size, the execution time differs in different scenarios. In the case of the scenario with a larger resource capability (7 bus), the execution time is larger than that of the smaller capability (5 bus) and the execution time increases rapidly in the former case. This is because the number of attack
vectors increases when the capability increases. Similarly, when 5% of the measurements is secured, our framework takes a longer time to execute compared to that of the 10% case. The fewer measurements secured, the more number of attack vectors there are to explore for impact assessment.

5.2.2 Impact of Parallelism on Execution Time
Fig. 10(b) and Fig. 10(c) show the impact of the number of cores available in the computing machine on the proposed framework’s execution time. The results show that the execution time decreases with increasing numbers of cores. As shown in Fig. 10(b), the execution time decreases rapidly as the number of physical cores increases. At a specific number of cores, the impact of a larger number of cores on the execution time is more visible when the problem size increases. With the increase in the number of physical cores, our framework can run multiple simultaneous executions of the Simulink model and the number of simultaneous executions is directly proportional to the number of cores.

Logical cores are virtually implemented (using hyper-threading) and one physical core can have two logical cores [18]. Although increasing the number of logical cores to execute the Simulink model improves the time efficiency of the framework, this improvement is not as significant as the improvement achieved by increasing that of the physical cores. Fig. 10(c) demonstrates this behavior.

6 Discussion
Here we discuss few points that need further elaboration.

6.1 Framework Execution Time
It can be argued that the attacker’s resource limit may be much larger than 7 buses, which will increase the execution time impractically high. Here, the ressource limit specifies the number of buses that can simultaneously be compromised on a single attack attempt. An attacker can attack a bus only if it is accessible and its measurements are not secured. The grid buses are typically established in physically secured locations. Usually, it is non-trivial to gain remote access to these buses. Therefore, it is practical to assume that an attacker has access to a small number of buses, while the capability of simultaneously accessing these buses is limited. That is why, we consider arbitrary small numbers of buses as the simultaneous attack resource.

On the other hand, the execution time of our framework can easily be improved by increasing the computing power of the executing machine. As our evaluation results demonstrate, the execution time of the Simulink module depends on the number of cores of the host machine. We have used a general-purpose computer with 4 cores where each core has a processing speed of 1.8 GHz. If we can increase the number of cores and/or the computing capability (processing power, cache memory, etc.) of each core, the execution time can be reduced drastically.

6.2 Measurement Security
While one can argue for securing all the measurements in a power grid, there are costs associated with securing the measurements. Although power grids are increasing using modern technologies, many legacy devices still exist due to various technical complexities and economic constraints. Moreover, the SCADA devices are built by different vendors where vendor-specific technologies are being used. A SCADA network often consists of devices from multiple vendors. Therefore, to make a measurement secured, the grid component must have the capability to implement necessary security mechanisms, while the implementation needs to be compatible with all associated equipment. To make the measurement transmission secured, which is the data integrity protection in this case, data encryption or hash-based data validation must be ensured.

6.3 Attacker’s Limited Knowledge and Accessibility
To launch stealthy false data injection attack on the system, an adversary requires knowledge of the system topology, electrical properties of the transmission lines (i.e., the impedance), and measurement configurations. In order to remain stealthy, the attacker must ensure \( a = H c \). To build the Jacobian matrix \( H \), one needs the complete information (the bus connectivity and the line admittances) of the grid [6], which is not trivial. As discussed in [13], this knowledge can be gained through offline and/or online data collections. Offline data collection can take weeks, months, or even years to get access to the grid topology maps, which can be done through intruders or former utility company employees. Moreover, collected data may not be enough to implement an attack. Some offline data can also be outdated due to new construction or expansion of the transmission lines. The locations of circuit breaker switches, transformer tap changers, etc. also significantly affect the connectivity and admittance matrices. An adversary can deploy some sensors to do online data collection. However, due to restricted physical access to the grid (substations) and limited resources, online data collection may not be feasible. Therefore, in most practical cases, an adversary cannot but launch stealthy attacks with incomplete information and limited access to the substations.

An adversary’s accessibility is his ability to access state estimation measurements in the substation level. On one hand, the grid buses are typically established in physically secured locations. On another hand, it is non-trivial to gain remote access to these buses, specifically due to proprietary network or industrial communication protocol. Some measurements may also have data integrity protection. Based on this, in this work, we assume that an adversary cannot access all the measurements of the system.

6.4 Proposed Defense Mechanisms against Stealthy Attacks and Our Framework
In the literature, we can identify many FDI attack defense mechanisms. Bobba et al [19] proposed solutions for protecting the state estimation against stealthy attacks by securing a set of strategically selected basic measurements that can observe the grid or verifying the state variables independently using PMU. PMU can directly measure the bus voltage phasor (including magnitudes and phase angles) with GPS timestamp and often PMU measurements are assumed here as secured, although these measurements are vulnerable, e.g., due to GPS signal spoofing [20], [21],
[22], [23]. Similar PMU deployment-based solutions are proposed in [24], [25], [26]. In our previous work [12], we also proposed a mechanism to select a set of measurements (or buses) to be secured to protect state estimation against stealthy attacks when an adversary has resource, access, and knowledge limitations.

All these defense approaches rely on securing measurements either by deploying necessary PMUs or by implementing cryptographic (data integrity protection) algorithms. Our proposed formal framework considers measurement security. Hence, if the set of secured measurements are sufficient to protect state estimation, the framework will return unsat, i.e., no attack vector. If PMUs are deployed in the grid and it is assumed that the states of the PMU deployed buses cannot be attacked (as a PMU can directly measure the phase magnitude/angle of the bus), we just need to add a constraint as −cj as true.

Another group of works, such as [27], [28], proposed mechanisms based on the generalized likelihood ratio test to detect UFDI attacks. A similar approach is proposed in [29] with the help of the adaptive cumulative sum control chart test. Our framework can consider these defense mechanisms by limiting the measurement (state) changes to the acceptable threshold values, although such limiting constraints will certainly reduce the number of potential attack vectors, and so the critical ones.

7 Related Work
Although cyber vulnerabilities of power grids have been discussed in literature over the last decade [30], [31], most prior and ongoing work on cyber security analysis of power systems largely revolves around the concept of stealthy attacks, named Undetected False Data Injection (UFDI) attacks. The concept of such stealthy attacks is first presented in [6], and extended later in [32]. The authors discussed the attacks through different scenarios, such as limited access to measurement sensors/meters and limited resources to compromise them, under random and specific targets, assuming that the adversary has complete information about the grid. In the general case, the attack vector computation problem is NP-complete. Therefore, the authors presented a heuristic approach that can find attack vectors. Vukovic et al. proposed a number of security metrics to quantify the importance of individual buses and the cost of attacking individual measurements considering the vulnerability of the communication infrastructure [33]. Kin Sou et al. claimed that an \( l_1 \) relaxation-based technique provides an exact optimal solution of the data attack construction problem [34].

UFDI attacks with incomplete or partial information (i.e., partial knowledge of the bus system with respect to electrical properties of the transmission lines) are discussed in [11], [13]. It is also shown in [35] that an adversary can launch UFDI attacks despite having no knowledge about the topology. The idea of the authors is to estimate the linear structure of the topology from the measurements and then launch UFDI attacks based on the estimated topology. A modeling of the game between an attacker and a defender with respect to the impact of UFDI attacks on energy markets is presented in [36]. Algebraic conditions of undetected topology attacks in power grids are identified in [37], although these conditions do not coordinate the typical UFDI attacks.

The notion of unidentified attacks is presented in [38], where the grid operator can detect the existence of bad data, but cannot identify the bad measurements specifically. Another kind of cyber attacks, namely load redistribution attacks, is introduced in [39]. Later in [40], these attacks are discussed for scenarios where the attacker has incomplete information. We presented a formal model to comprehensively verify stealthy attacks on state estimation considering various attack attributes simultaneously [12]. We provided a framework to formally assess the impact of stealthy attacks on the economic operation of the system considering the interdependency between state estimation and OPF [7].

8 Conclusion
In this paper, we have proposed a framework to find critical threats by analyzing the impact of stealthy attacks on the generation cost with respect to the OPF routine and a flexible attack model. This framework provides an efficient analysis of economic impact by integrating formal method-based modeling with Simulink-based system design. This hybrid framework also applies parallelism to enhance its time-efficiency. We have implemented this framework and evaluated its scalability. We have observed that for a problem with 300 buses, this framework needs a few hours to perform a comprehensive impact analysis on a computing system with four physical cores. The proposed framework is useful in performing impact analysis of cyber attacks and thus understanding the dependence of the system. In the future, we would like to apply this hybrid framework to analyze impacts of stealthy attacks on other EMS modules.
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